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A B S T R A C T

Background: The current congenital heart disease (CHD) prediction tools lack adequate interpretability and 
convenience, hindering the development of personalized CHD management strategies. We developed a machine 
learning-based risk stratification model for CHD prediction.
Methods: This study utilized data from 1,759 participants in a case-control study of CHD conducted across six 
birth defects surveillance hospitals located in Xi’an, Shaanxi Province, Northwest China, spanning from January 
2014 to December 2016. The data was partitioned into training and testing datasets with a ratio of 7:3. Predictors 
were selected from a total of 47 input variables through the Least Absolute Shrinkage and Selection Operator 
(LASSO). Five machine learning algorithms were used to build the CHD risk prediction models. Model perfor
mance was assessed based on a range of learning metrics, including the area under the receiver operating 
characteristic curve (AUROC), F1 score, and Brier score. Permutation feature importance was employed to 
elucidate the prediction model. The best-performing model was used to conduct the risk scores.
Results: The eXtreme Gradient Boosting (XGB) model demonstrated superior performance among CHD prediction 
models, achieving an AUROC of 0.772 (95 % CI 0.728, 0.817) in the testing dataset and 0.738 (0.699, 0.775) in 
the external validation dataset. The pivotal predictors (top 3) identified by the model included living in rural 
areas, the low wealth index, and folic acid supplements (<90 days). The resultant risk score exhibited robust 
calibration capabilities. Utilizing the risk scores, participants were stratified into low, moderate, and high-risk 
categories, signifying substantial variations in CHD risk.
Conclusion: This study underscores the feasibility and efficacy of employing a machine learning-based approach 
for CHD prediction. The risk scores exhibited potential in identifying pregnant women at high risk for fetal CHD, 
offering valuable insights for guiding primary prevention and CHD management.

1. Introduction

Congenital heart disease (CHD) significantly contributes to infant 
and child mortality and morbidity, and is the most common birth defect 
accounting for one-third of all congenital abnormalities worldwide.[1,2]

According to the Global Burden of Disease (GBD) study, it was estimated 
that approximately 3 million newborns were born with congenital heart 
anomalies in 2019 worldwide.[3] In China, the prevalence of CHD was 
8.94 per 1000 live births in 2014,[4] and the cumulative lifetime eco
nomic burden associated with new CHD cases exceeded 2 billion USD.
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[5] Approximately 9 % to 18 % of CHD cases are attributed to simple 
chromosomal aberrations or gene mutations. More cases are caused by 
environmental factors or the gene–environment interaction. While the 
etiology of CHD remains poorly understood, the role of the environment 
in CHD is increasingly recognized, such as alcohol, tobacco, loud noise, 
and drugs, as well as biological factors. [6–8] From a public health 
perspective, it stands as a paramount concern for the primary prevention 
of CHD. Therefore, it is imperative, based on CHD risk factors, to predict 
individual CHD risk to provide more detailed screening and preventive 
interventions for CHD.

Machine learning (ML) methods are extensively employed for dis
ease prediction by applying computer algorithms to large datasets 
containing a multitude of multidimensional variables to capture high- 
dimensional nonlinear relationships among clinical features for data- 
driven outcome prediction. [9,10] Most studies used echocardiogra
phy, MRI and other medical images to build deep learning models for 
CHD prediction, achieving better accuracy and sensitivity. [11,12]
Using convolutional neural networks, Arnout et al.[13] differentiated 
between normal hearts and complex CHD using echocardiograms. 
However, deep learning models often lack interpretability. Support 
vector machine (SVM), random forests (RF), and logistic regression (LR) 
were utilized by Luo et al.[14] to predict CHD risk. They categorized risk 
factors into nine crucial indicator variables and summed these factors to 
reduce data dimensionality. Li et al.[15] developed a prediction model 
for CHD using artificial neural networks, based on a case-control study 
involving 358 subjects. Kuar et al.[16] enhanced random forest-based 
CHD prediction by employing unsupervised learning clustering, using 
the same data as Luo et al. Despite the application of ML in these studies 
for CHD prediction, traditional statistical methods like logistic regres
sion, which are susceptible to feature correlation and nonlinear re
lationships, continued to be widely used. [17,18].

These studies did not evaluate the clinical utility of their predictive 
models, and the lack of access to personalized management strategies 
remains an unmet need. To advance this research, we built upon the 
foundations laid by these studies and proposed a novel ML-based model 
for CHD prediction. We evaluated multiple models for discrimination, 
calibration, and clinical utility, and constructed an interpretable risk 
score. Our model serves as an initial screening tool to identify high-risk 
fetal CHD early, guiding healthcare professionals in prenatal manage
ment and prevention, thereby furthering the current understanding and 
clinical application of CHD prediction.

2. Methods

2.1. Study design and participants

The study utilized data from a case-control study of CHD conducted 
across six birth defects surveillance hospitals in Xi’an, Shaanxi Province, 
Northwest China, from January 2014 to December 2016. Approval was 
obtained from the Human Research Ethics Committee of Xi’an Jiaotong 
University Health Sciences Center (No. 20120008). Participants were 
fully informed about the study and signed an informed consent form 
before the investigation.

Case inclusion criteria were: termination of pregnancy from January 
2014 to December 2016; perinatal infants (both live and stillborn) 
diagnosed with CHD according to ICD-10 classification criteria from 28 
weeks gestation to 7 days post-birth, and fetuses under 28 weeks diag
nosed with CHD by ultrasound and other examinations in the hospital; 
malformed fetuses other than CHD were excluded. In the control group, 
singleton newborns without birth defects in the same hospital were 
selected in a 1:2 matching method according to age and birth date. 
Subjects were excluded if the perinatal diagnosis was unclear or if the 
parents could not answer the questionnaire accurately because of psy
chiatric symptoms or serious illness.

2.2. Data collection

A face-to-face survey, administered by trained personnel from Xi’an 
Jiaotong University Health Sciences Center, employed a standardized 
questionnaire developed by the university. The questionnaire covered 
socio-demographics, lifestyle, environmental factors, nutritional sup
plementation, medication use, disease, and pregnancy history. Pretested 
in a pilot study, and detailed interviewer guides were developed.

Prenatal diagnostic, clinic results, physical examination, ultrasound 
reports, and medical history were collected through hospital medical 
records. Cardiovascular epidemiologists, obstetricians, pediatricians, 
and imaging physicians reviewed the questionnaires and made clinical 
diagnoses of cases. Family surveys were conducted when necessary, 
ensuring comprehensive information. Telephone follow-ups within a 
year post-birth confirmed diagnoses. Participants were excluded if data 
for the variables of interest were missing. Fig. 1 illustrates the sample 
selection process.

2.3. Feature selection and model development

Based on the literature review and data availability,[6,19,20] we 
initially selected 47 variables encompassing socio-demographic char
acteristics, family history of CHD, pregnancy history, and periconcep
tional environmental exposures. The definition of each variable is 
detailed in the online supplemental Text 1.

In this study, model development and reporting adhered to the 
Transparent Reporting of a multivariable prediction model for Individ
ual Prognosis Or Diagnosis (TRIPOD) + Artificial intelligence (AI) 
statement.[21] The data were divided into training and testing datasets 
at a 7:3 ratio. The Least Absolute Shrinkage and Selection Operator 
(LASSO) method was employed for feature selection, executed on the 
training dataset to prevent data leakage and result bias. To model the 
risk prediction of CHD, five ML classification models—LR, SVM, RF, 
eXtreme Gradient Boosting (XGB), and Neural Network (NN)—were 
selected. These risk prediction models were constructed using the 
selected features. Additionally, hyperparameters were tuned through 
ten-fold cross-validation and GridSearch within each ML model. Cut-off 
values were adjusted based on the maximum Youden index observed in 
the Receiver Operating Characteristic (ROC) curve of each ML model.

The test data exclusively served the purpose of assessing the final 
performance of the classifiers. The evaluation of model performance was 
executed using various metrics (supplemental Text 2), mainly consid
ering: the area under the ROC curve (AUROC), F1 score, and Brier score. 
The predictive accuracy was represented by ROC curves and precision- 
recall (P-R) curves, and it was quantified using AUROC and average 
precision (AP, i.e., the area under the P-R curve). To gauge the agree
ment between predicted and observed risk, we employed the Brier score 
and calibration plots. Furthermore, a decision curve analysis (DCA) was 
conducted to measure the net benefit (NB) associated with identifying 
and intervening in genuinely high-risk patients. Ultimately, the best- 
performing model was determined. An external dataset was used to 
validate the optimal model’s performance (supplementary Text 3).

2.4. Feature importance

To identify the main predictors of CHD in the study population, we 
measured the importance of each permutation feature in the optimal 
model. Permutation feature importance was ascertained by evaluating 
the model’s increase in prediction error resulting from the permutation 
of a feature’s value. [22] Intuitively, if a variable’s value is randomly 
permuted while holding all other variables constant, predictions are 
then generated based on the modified dataset. A substantial decrease in 
the model’s predictive performance indicates a higher relative impor
tance for that variable. As relative importance is not a fixed scaled value, 
the results are expressed in terms of scaled importance, meaning the 
ratio between the relative importance of each variable and the highest 
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relative importance value. The scaled importance provides direct com
parisons between the importance of each variable and the most impor
tant variable.

2.5. Deciles of risk score and risk groups

Risk scores were derived from the optimal model and then divided 
into deciles for both the training and testing datasets. The observed CHD 
frequency against the average risk score within each decile was plotted. 
Participants were subsequently grouped into three risk groups: low, 

Fig. 1. Flowchart.
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moderate, and high, based on outcomes observed in the training dataset. 
Additionally, calibration of the risk score was assessed within age sub
groups across all participants, exploring the performance of the risk 
score in distinct age groups (<35 years and ≥ 35 years).

2.6. Statistical analysis

Categorical variables were presented as counts (%) and compared 
between groups using the chi-square test.[23] Continuous variables 
were expressed as mean (SD) or median (IQR), and were compared 
between groups using Student’s t-test[24] when normally distributed, 
and Wilcoxon rank sums test[25] when non-normally distributed. 
Furthermore, we developed a web application using the Streamlit 
package[26] in Python. A significance level of p < 0.05 denoted statis
tical significance. All statistical analyses were executed employing Py
thon version 3.9.12.

3. Results

3.1. Characteristics of subjects

A total of 1759 participants were included in the study, comprising 
582 CHD cases and 1177 controls. Participants were randomly divided 
into a training dataset (n = 1231) and a testing dataset (n = 528). 
Essential demographic characteristics and the available predictors are 

presented in Table 1. Out of the participants in the training and testing 
datasets, 407 and 175 individuals respectively suffered from CHD, with 
a proportion of 33.1 %.

3.2. Selected predictors and model performance

In the study, 18 predictors were chosen from 47 candidate features 
through LASSO, including 3 predictors from socio-demographic char
acteristics, 2 predictors from the pregnancy history, and 13 predictors 
from periconceptional environmental exposures. Table 2 shows the 
performance metrics of five prediction models constructed based on 
these 18 predictors. The XGB model performed the best among all al
gorithms with better evaluation scores (AUROC = 0.772, F1 score =
0.610, Brier score = 0.174).

The discriminative performance of the predictive models was visu
alized through ROC curves and P-R curves (Fig. 2a, b). XGB exhibited the 
highest AUROC (0.772, 95 % CI 0.728, 0.817; Table 2), and the best AP 
(0.631, 95 % CI 0.527, 0.680; Fig. 2b). As for the calibration perfor
mance, XGB achieved the lowest Brier score, and its calibration curve 
was close to the diagonal line (Fig. 2c). The DCA showed that the clinical 
NB of XGB was higher compared to several competing intervention 
strategies. At reasonable threshold probabilities (e.g., Pt = 0.4), 
compared with the nontreatment strategy, XGB outperformed the other 
models, yielding the highest NB (NBXGB = 0.125) while the RF model 
yielded the lowest (NBRF = 0.074). These results indicated that for every 
100 subjects, the XGB identified 12 true-positive subjects who should 
receive the intervention, whereas the RF model only identified 7 true- 
positive subjects (Fig. 2d).

Performance metrics for the XGB model on the external validation 
dataset are detailed in supplementary Text 3. When assessed on this 
external dataset, the model achieved an AUC of 0.738 (95 % CI 0.699, 
0.775).

3.3. Importance of features

Fig. 3 shows the scaled importance of the main predictors (top 8), 
living in a rural area (1.00), low wealth index (0.63), folic acid sup
plement < 90 days (0.54), parity ≥ 2 (0.39), negative emotions (0.37), 

Table 1 
Baseline characteristics of study participants.

Training dataset 
(n ¼ 1231)

Testing dataset 
(n ¼ 528)

Socio-demographic characteristics
Maternal age, years 28 (25–31) 28 (26–30)
Paternal age, years 29 (27.5–31) 29 (28–32)
Maternal nationality ​ ​
Han 1215 (98.7) 522 (98.9)
Minorities 16 (1.3) 6 (1.1)
Paternal nationality ​ ​
Han 1208 (98.1) 524 (99.2)
Minorities 23 (1.9) 4 (0.8)
Maternal residence ​ ​
Urban 682 (55.4) 297 (56.2)
Rural 549 (44.6) 231 (43.8)
Maternal education ​ ​
College or above 859 (69.8) 381 (72.2)
Senior high school or below 372 (30.2) 147(27.8)
Household wealth index ​ ​
Moderate or high 775 (63.0) 357 (67.6)
low 456 (37.0) 171 (32.4)
Pregnancy history ​ ​
Parity ​ ​
<2 855 (69.5) 392 (74.2)
≥2 376 (30.5) 136 (25.8)
Labor induction 53 (4.3) 17 (3.2)
Periconceptional environmental exposures ​ ​
Living near mines or factories 77 (6.3) 36 (6.8)
Noise 222 (18.0) 88 (16.7)
Chemicals and toxins 103 (8.4) 48 (9.1)
Negative emotions 168 (13.6) 70 (13.3)
Cold 311 (25.3) 133 (25.2)
Anemia 67 (5.4) 20 (3.8)
Antibiotics 44 (3.6) 19 (3.6)
Hormones 38 (3.0) 20 (3.8)
Folic acid supplement ​ ​
<90 days 553 (44.9) 238 (45.1)
≥90 days 678 (55.1) 290 (54.9)
Multivitamin supplement 111 (9.0) 46 (8.7)
Iron supplement 60 (4.9) 26 (4.9)
Alcohol 16 (1.3) 10 (1.9)
Passive smoking 588 (47.8) 244 (46.2)
CHD 407 (33.1) 175 (33.1)

Data are n (%), or median (IQR).
Abbreviations: CHD, congenital heart disease.

Table 2 
Performance metrics comparison of five ML models in the testing dataset.

LR SVM RF XGB NN

Threshold 0.441 0.277 0.466 0.295 0.367
AUROC (95 % 
CI)

0.767 
(0.727, 
0.807)

0.754 
(0.709, 
0.780)

0.760 
(0.709, 
0.780)

0.772 
(0.728, 
0.817)

0.758 
(0.711, 
0.804)

Accuracy, % 
(95 % CI)

68.94 
(64.96, 
72.73)

67.05 
(63.26, 
71.02)

71.59 
(67.80, 
75.19)

70.45 
(66.48, 
74.05)

71.59 
(67.61, 
75.00)

Balanced 
accuracy, % 
(95 % CI)

69.57 
(65.16, 
73.68)

68.15 
(64.20, 
72.30)

70.40 
(66.17, 
74.44)

70.27 
(66.10, 
74.43)

68.38 
(64.22, 
72.18)

Sensitivity, % 
(95 % CI)

71.43 
(64.67, 
77.89)

71.43 
(64.94, 
77.92)

66.86 
(59.78, 
73.42)

69.71 
(62.92, 
75.95)

58.86 
(51.74, 
65.50)

Specificity, % 
(95 % CI)

67.71 
(62.64, 
72.21)

64.87 
(59.77, 
69.47)

73.94 
(69.32, 
78.28)

70.82 
(65.93, 
75.21)

77.90 
(73.01, 
82.27)

F1 score (95 % 
CI)

0.604 
(0.545, 
0.659)

0.590 
(0.532, 
0.640)

0.609 
(0.552, 
0.660)

0.610 
(0.556, 
0.659)

0.579 
(0.158, 
0.202)

Brier score (95 
% CI)

0.191 
(0.174, 
0.209)

0.182 
(0.164, 
0.200)

0.191 
(0.178, 
0.205)

0.174 
(0.155, 
0.195)

0.181 
(0.158, 
0.202)

ECI 0.830 0.915 0.828 0.927 0.944

Abbreviations: ML, machine learning; LR, logistic regression; SVM, support 
vector machine; RF, random forest; XGB, extreme gradient boosting; NN, neural 
network; AUROC, area under the receiver operating characteristic curve; CI, 
confidence interval; ECI, estimated calibration index.
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passive smoking (0.36), chemicals and toxins (0.29) and cold (0.26). All 
predictors’ importance is presented in the supplemental Table 3.

3.4. Risk score and classes of risk

Fig. 4 shows the calibration plots of predicted CHD risk score by 
decile in the training and testing datasets. For further insight, supple
mental Table 4 outlines the difference between the predicted risk score 
and observed CHD frequency by decile in the testing dataset. The risk of 
CHD is underestimated in most deciles. The degree of underestimation 
or overestimation was generally limited to within 0.06, except in the 
ninth and tenth deciles, where the difference exceeded 0.1.

Furthermore, the participants of the training dataset were divided 
into three risk groups, including low risk (first to sixth deciles), mod
erate risk (seventh to eighth deciles), and high risk (ninth to tenth 

deciles). The threshold value for each risk group was determined as the 
risk score corresponding to their respective deciles. Participants in the 
testing dataset were also classified into three risk groups according to 
the determined thresholds (Fig. 5). Out of the 528 participants, 332 
(62.9 %) were in the low-risk group, 110 (20.8 %) were in the moderate- 
risk group, and 86 (16.3 %) were in the high-risk group. In the three risk 
groups, the proportion of CHD was 17.8 % in the low-risk group, 49.1 % 
in the moderate-risk group, and 72.1 % in the high-risk group respec
tively, with a gradually increasing trend across the three risk groups. 
Supplemental Table 5 showed that participants classified as moderate- 
risk or high-risk had a higher CHD proportion than low-risk (p <
0.001). The moderate-risk group exhibited a 2.8-fold increase, while the 
high-risk group exhibited a 4.1-fold increase.

Fig. 2. Model performance evaluation and comparisons in the testing dataset. (a) ROC curves for five ML models. (b) P-R curves for five ML models. (c) 
Calibration curves for five ML models. (d) Decision curves for five ML models. Abbreviations: ROC, receiver operating characteristic; P-R, precision-recall; AP, 
average precision, the average precision was defined as the average of precisions across all recall (i.e., sensitivity) values, and equaled the area under the precision- 
recall curve in the current study; LR, logistic regression; SVM, support vector machine; RF, random forest; XGB, extreme gradient boosting; NN, neural network.
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3.5. Subgroup analysis of maternal age

Predicted risk scores and observed CHD frequencies across the dec
iles of risk score by maternal age group were presented in supplemental 
Table 6. Overall, we found slight overestimations of risk in both the <
35 years and ≥ 35 years age groups, with the highest level of over
estimation occurring in the ≥ 35 years group (0.103 vs. 0.046 in the <
35 years group). Similarly, the most significant underestimation was 
also more pronounced in the ≥ 35 years group compared to the < 35 
years group (0.078 vs. 0.049).

3.6. Web Deployment tool

We integrated the risk score into a web application designed for in
dividual risk prediction using input predictors. This tool calculates CHD 
risk and categorizes individuals into risk groups. The web application is 
accessible online (https://chd-prediction-eenqive3mktxsnuappfheb5.st 
reamlit.app/).

4. Discussion

In this study, we used data from 1,759 pregnant women participating 
in a case-control study of CHD to develop five ML-based prediction 
models for assessing fetal CHD risk. Eighteen predictors were identified 
from health-related candidate variables using LASSO. The XGB model 
performed the best in prediction discrimination, calibration, and clinical 
utility. Utilizing the risk score derived from the XGB model, participants 
were stratified into clinically significant risk groups—low, moderate, 
and high—for fetal CHD. Risk score can be readily and effectively 
applied to predicting CHD, particularly in resource-constrained regions 
where comprehensive pregnancy monitoring systems may be lacking.

Our optimal model, the XGB model, exhibited an AUROC of 0.772 
(95% CI, 0.728–0.817), with several distinctions from the best- 
performing models developed in other pregnant women samples.
[14,15] Notably, the best-performing model (AUROC = 0.819) of Luo et 
al[14] considered nine indicator variables. Each continuous indicator 
variable covered multiple risk factor items summed to create a “total risk 
factor score” to reduce data dimensionality. In contrast, our model pri
oritizes interpretability, retaining information on each risk factor, 
employing LASSO for feature selection, and calculating permutation 
feature importance for every feature. Li et al[15] found superior per
formance (AUROC = 0.87 [95 %CI, 0.75–0.98]) in their NN prediction 
model, yet our testing dataset’s larger sample size (175 CHD cases) 
compared to their 18 CHD cases provides a more precise performance 
estimate. Overall, these studies demonstrates the efficacy of ML models 
in predicting CHD across diverse samples and research teams.

It was found that maternal residence in rural areas was the most 
important characteristic of fetal CHD. Previous studies in Inner 
Mongolia, China, and Ontario, Canada, have shown that living in

rural areas can increase the risk of CHD.[27,28]Rural environments 

Fig. 3. Radar plot for the eight most important features of CHD.

Fig. 4. Calibration plots for CHD risk across the deciles of risk score. Observed versus predicted CHD risk in the training dataset (a) and the testing dataset (b). 
Data points represent means and error bars represent 95% CI.
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potentially expose individuals to CHD-related substances absent in 
urban settings, e.g. chemicals employed in agricultural and gardening 
practices.[29] Additionally, rural isolation and limited access to health 
services may be potential reasons for CHD among rural residents. [30]
Furthermore, the low wealth index, indicative of impoverished house
hold economic conditions, is also an important feature of the prediction 
model. This aligns with the results obtained from the CHD prediction 
model derived from the China Birth Cohort, which identified higher 
annual household income as a protective factor against CHD in 
offspring. [17] Household economic status is directly related to material 
conditions, such as living conditions, health care, and lifestyle.[31,32]
The third most important feature of the predictive model is folic acid 
supplements. Studies have affirmed adequate folic acid intake plays a 
crucial role in the primary prevention of CHD.[33–35] Parity, negative 
emotions, passive smoking, chemicals and toxins, and cold are also 
important predictors in the predictive model consistent with previous 
studies. [18,36–39]

Risk scores were derived from the XGB model and divided into 
deciles. Subsequently, we compared the discrepancies between the 
observed proportion of CHD in each decile and the predicted risk score. 
The observed CHD proportion exhibited minor underestimations of less 
than 0.04 across the majority of deciles in the testing dataset. However, 
a more substantial underestimation of 0.17 was observed in the ninth 
decile, contrasted by an overestimation of 0.12 in the tenth decile. From 
a clinical perspective, these differences may be considered negligible, 
given that most pregnant women will continue to receive recommended 
CHD risk management. Moreover, deviations in risk prediction for high- 
risk populations are unlikely to lead to missed or unnecessary medical 
interventions since all pregnant women at high risk for fetal CHD should 
be advised to receive the same preventive management. Nevertheless, 
when we stratified by maternal age, the calibration appeared less robust 
for pregnant women aged 35 years or older, possibly attributable to the 
smaller sample size.

While the increase in event risk is progressive throughout the risk 
scores, we recommend categorizing pregnant women into three risk 
tiers—namely, low, moderate, and high. This stratification is intended to 
underscore the clinical significance of each risk value generated by the 
model. Based on such stratification, pregnant women identified as high 
risk for CHD in their offspring during the periconceptional period should 
receive more comprehensive monitoring. While our study did not spe
cifically address the issue of prenatal screening and counseling for CHD, 

we posit that this may constitute one of the most substantial implications 
of the risk score. The classification of pregnant women into three risk 
categories could potentially rationalize the planning of detailed fetal 
ultrasound examinations and avoid one-size-fits-all.

Nonetheless, this study has several limitations. Firstly, although we 
selected strong predictors of CHD using the LASSO method, relevant 
biochemical indicators and genetic factors could not be incorporated 
because they were not available in the epidemiologic data used for 
model development. Secondly, the data were collected through a case- 
control study, which is a retrospective observational study prone to 
recall bias. However, it’s essential to note that the survey questions were 
highly specific and unambiguous, the questionnaire underwent metic
ulous pretesting, and the data were diligently sourced from multiple 
outlets, thereby enhancing statistical power and mitigating bias. 
Thirdly, although external validation was performed using data from a 
case-control study, additional external validation is imperative to 
comprehensively assess the model’s generalizability across diverse 
populations.

5. Conclusions

This study developed a ML-based risk-scoring tool for predicting the 
CHD risk in fetuses. It demonstrated that a ML-based approach is feasible 
and effective in this domain, offering significant insights for guiding 
preventive primary care.

6. Summary table

What was already known about the topic? 

• Several prediction models for congenital heart disease (CHD) have 
been developed, with a predominant reliance on traditional statis
tical methods, notably logistic regression, which limits their pre
dictive capacities.

• Currently, there is a gap in the development of interpretable and 
user-friendly CHD risk prediction tools based on machine learning.

What has this study added to our knowledge? 

Fig. 5. Distribution of predicted risk scores and risk groups among participants. Risk score, risk group, and observed CHD in the testing dataset.
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• Among the five machine learning prediction models, eXtreme 
Gradient Boosting (XGB) emerged as the top-performing model for 
CHD prediction.

• We developed a risk score, a tool based on XGB, designed to forecast 
the risk of CHD in fetuses of pregnant women during early 
pregnancy.

• To underscore the clinical significance of the model-estimated risks, 
we categorized the risks into three classes (low, moderate, and high).
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